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A B S T R A C T

The rapid expansion of SAR data availability and advancements in InSAR processing methods has enabled the
formation of ground displacement time series for many parts of the world where such research was previously
hindered by decorrelation due to sparse temporal sampling and SAR operating frequency. In particular, free and
open data access from the European Sentinel-1 constellation and the future NASA-ISRO SAR (NISAR) mission is
encouraging the global community to move towards automated, cloud-based processing that can accommodate
these rapidly growing data volumes and facilitate the use of a suite of corrections to the data. A key challenge is
related to path delays introduced when the radar signal propagates through the troposphere. Tropospheric
corrections estimated from empirical, phase-based methods and those using independent data from weather
models, GPS, and radiometers have been included in open-source packages such as TRAIN, PyAPS and GACOS.
Users within the InSAR community have reported varying degrees of success using these methods in a range of
areas around the world. However, the various statistical metrics used to evaluate the reliability of tropospheric
corrections are not consistently applied and often depend on the area and the spatial scale over which they are
evaluated. Examination of a simple metric such as the overall reduction in phase variability within an inter-
ferogram does not allow the user to determine whether the improvement was at large or short length scales. We
present a review of existing tropospheric correction methods and statistical performance metrics, providing
guidelines for global assessment and verification of the efficacy of tropospheric correction methods. We sum-
marize the assumptions and limitations for each correction method as well as each statistical performance
metric. We examine two regions with different atmospheric characteristics - one Sentinel-1 swath covering the
central United States and one swath covering south central Mexico, including part of the Pacific coast. As the
SAR community moves towards reliance on global and automated InSAR processing platforms that incorporate
tropospheric corrections, approaches such as those examined here can aid researchers in their efforts to evaluate
such corrections and include their uncertainties in derived products such as surface displacement time series,
coseismic offsets, processes that correlate with topography, and signals with smaller magnitude or larger spatial
scales such as those associated with small earthquakes, aseismic creep and slow slip events. We found that the
GACOS products (leveraging the operational high resolution ECMWF weather model) outperform the other
correction methods explored here on average, but this result is highly dependent on location, acquisition time,
and data availability. We found spatial structure functions to be most useful for performance assessment because
of their ability to convey information about performance at discrete spatial scales.

1. Introduction

Interferometric Synthetic Aperture Radar (InSAR) places constraints
on deformation of the earth's crust in response to a wide range of
processes. InSAR is often applied to problems with a large signal to
noise ratio such as large, shallow earthquakes (e.g., Massonnet et al.,
1993; Pritchard et al., 2002; Talebian et al., 2004; Funning et al., 2005;

Lindsey et al., 2015), extraction of subsurface fluids (e.g., Amelung
et al., 1999; Jones et al., 2016; Chaussard et al., 2017; Bekaert et al.,
2017; Murray and Lohman, 2018), volcanic unrest (e.g., Wicks et al.,
1998; Pritchard and Simons, 2002; Wicks et al., 2002; Lundgren et al.,
2004; Lu and Dzurisin, 2010) or for processes with smaller magnitude
but for which longer time-series exist and where averaging can reduce
the impact of atmospheric noise (e.g., Goldstein, 1995; Zebker et al.,
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1997; Fialko, 2006; Lindsey et al., 2014; Hussain et al., 2018). How-
ever, there are an increasing number of displacement signals of interest
to the scientific community that are near or below the detection
threshold, even with more modern, frequent SAR acquisitions. Recent
advancements in InSAR processing methods such as persistent/perma-
nent scatterers (PS), small baselines (SBAS), squeesar, etc., as well as an
increase in the availability of temporally dense time series, has enabled
the formation, and improved the quality, of ground displacement time
series for an expanding range of regions across the earth (Ferretti et al.,
2001; Hooper et al., 2004; Lanari et al., 2007; Ferretti et al., 2011;
Hetland et al., 2012; Agram et al., 2013). However, in many cases,
InSAR studies are still severely limited by spatially correlated noise
resulting from radar path delays as signals are refracted and scattered
through the troposphere. Properly characterizing this noise remains a
challenge and reduces the ability of researchers to take full advantage
of the available InSAR time series (e.g., Hooper et al., 2012).

Tropospheric corrections using empirical phase-based methods
(e.g., Beauducel et al., 2000; Lin et al., 2010; Bekaert et al., 2015a),
independent data from weather models, GPS, and radiometers are
available in open-source packages and datasets such as TRAIN, PyAPS
and the Generic Atmospheric Correction Online Service for InSAR
(GACOS) (Jolivet et al., 2011; Bekaert et al., 2015c; Yu et al., 2018),
and have been implemented with variable degrees of success (Li et al.,
2005; Foster et al., 2006; Elliott et al., 2008; Bekaert et al., 2015b;
Fielding et al., 2017). In many cases these corrections are applied
without evaluation of their performance or the impact of the correction.
Validation of these corrections has not been emphasized, and in many
cases, is ignored or performed using simple metrics such as the reduc-
tion in overall variance of individual interferograms. Efforts to study
signals with low signal-to-noise ratios globally require the development
and assessment of methods for modeling the contribution to SAR in-
terferograms from the troposphere as well as routine methods for as-
sessing their performance. Here we present a review of techniques
(Table 1) used to model and reduce the impact of tropospheric delays
on InSAR observations with a comparison of common statistical
methods used to assess their quality.

1.1. Study regions

We explore corrections in two areas that sample very different
tropospheric conditions, and where the atmospheric corrections may be
expected to perform very differently: the central US and south-central
Mexico.

The central US is located thousands of kilometers from the nearest
plate-boundary, but the frequency and magnitude of seismic events in
much of this region have dramatically increased in the last decade (e.g.,
Keranen and Weingarten, 2018). This increase has been tied to an-
thropogenic activity, including wastewater injection (e.g., Holland,
2013; Horton, 2012), which has increased since the early 2000's (e.g.,
Ellsworth, 2013). Few studies have been performed using InSAR in the
central US or similar areas, however, in part because of strong phase
delays associated with the troposphere which are often an order of
magnitude larger (10's of cm) than the signal expected from the largest
earthquakes in this region (< 3 cm) (Fielding et al., 2017; Grandin
et al., 2017; Yeck et al., 2017; Barnhart et al., 2018).

The central US is a region with limited topographic relief that ex-
periences very strong gradients in tropospheric properties and where
there are numerous observations available for assimilation into weather
reanalysis products (e.g., Dee et al., 2011). Large weather fronts are
particularly common in such mid-latitudinal regions where air masses
from the north and south meet (e.g., Carlson, 1991), often associated
with destructive hail, heavy rain or tornadoes. These types of storms
cause decorrelation and phase delays in interferograms, both from
disturbance to the ground surface and through large gradients in the
refractive delays within the troposphere. We explore this area with 61C-
band SAR images acquired between March 13, 2015 and February 25, Ta
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2018, by the Sentinel-1a/b satellites (path 144; Fig. 1), part of ESA's
Copernicus Program (De Zan and Guarnieri, 2006; European Space
Agency, 2013), covering an area of approximately 250 km by 550 km.

Our other study region in south-central Mexico includes a plate
boundary zone with active subduction and volcanism. Crustal de-
formation is expected from the seismic cycle (e.g., Bekaert et al.,
2015b), volcanic processes (e.g., Chaussard et al., 2013), as well as
anthropogenic activity such as groundwater pumping (e.g., Osmanoğlu
et al., 2011). Our study area covers an area of approximately 250 km by
550 km, stretching from the southern Pacific coast at sea level to
mountainous regions exceeding 4 km elevation. This area experiences
large gradients in tropospheric properties between the coast and inland
areas related to elevation-correlated phase delays. The coastal moun-
tain range (Sierra Madre del Sur) reaches approximately 2 km and acts
as a barrier to coastal winds, resulting in unique tropospheric properties
on either side of the range (e.g., Bekaert et al., 2015a). We explore this
area with 41C-band SAR images from the Sentinel-1a/b satellites (path
078; Fig. 1) from March 28, 2015 to February 4, 2018.

We processed all SAR imagery using the InSAR Scientific Computing
Environment (ISCE) (Rosen et al., 2012) stack processing capability
(Fattahi et al., 2017). We down-looked the interferograms to a spatial
resolution of 300m for both Central US and Mexico. SAR images used in
our study were acquired at 00:28 UTC time (Central US) and 00:48 UTC
time (Mexico).

1.2. Components of tropospheric SAR delays

The tropospheric delay is a result of refraction of the radar signal
during propagation through the troposphere, and is often separated into
a hydrostatic and a wet component (e.g., Berrada Baby et al., 1988;
Bevis et al., 1992). The hydrostatic component depends on pressure and
temperature and tends to vary smoothly in space over long length scales
(> 100 km) and generally varies slowly with time (e.g., Hanssen and

Bamler, 1999). The wet component depends on variations in water
vapor and temperature. The impact on InSAR from these components
can be much smaller than the impact on individual SAR images because
characteristics of the delay that are stationary in time (e.g., the varia-
tion with elevation) cancel out leaving only the difference between the
two dates. In general, pressure and temperature vary much less in time
and space than does water vapor content. Therefore, while the mag-
nitude of the hydrostatic delay on a particular date is larger than the
magnitude of the wet component, the impact of the wet component on
interferograms is larger than the hydrostatic component.

The refractivity of the two-way radar path through a given layer of
the troposphere is calculated using the total atmospheric pressure (P)
(hPa−1), the partial pressure of water vapor (e) (hPa−1), and tem-
perature (T) (K) as:

= ⎛
⎝

⎞
⎠

+ ⎛
⎝

+ ⎞
⎠

= +N k P
T

k e
T

k e
T

N N
hydr wet

hydr wet1 2 3 2 (1)

The coefficients k1, k2 and k3 are empirical constants which we take
as k1= 77.6 K hPa−1, k2= 23.3 K hPa−1 and k3= 3.75 · 105 K2 hPa−1

(Smith and Weintraub, 1953). N is then converted to a total SAR delay
(ϕtropo) (meters) by integrating through all layers (h) of the atmosphere
from the bottom (h1) to the top (htop) along the radar line-of-sight as:

∫= − +
−

ϕ π
λ cosθ

N N dh4 10 ( )trop h

h
hydr wet

6

1

top

(2)

where θ is the satellite incidence angle and λ is the radar wavelength
(e.g., Hanssen, 2001).

The spatio-temporal characteristics of tropospheric delays change
significantly depending on the region of the world being studied,
making automated, routine corrections to interferograms quite chal-
lenging. Below, we summarize the wide range of correction techniques
used to address these different components (Table 1).

2. Tropospheric correction methods

Correction methods are typically split into those estimated from the
data themselves, i.e., phase-based methods, and those using in-
dependent constraints on atmospheric properties. Below we provide an
overview of the different methods. For each, we include a brief sum-
mary of their advantages and disadvantages at the end of each section.

An interferogram between two SAR acquisitions at times t1 and t2, is
impacted by contributions from the troposphere, displacement of the
ground surface, and other sources of noise:

= − + +Δϕ ϕ ϕ Δϕ Δϕ( )tot trop
t

trop
t

def other
t t2 1 12 12 (3)

where Δϕdef
t12 is the unwrapped phase related to deformation during the

time period between t1 and t2, and Δϕother
t12is the unwrapped phase

related to other unmodeled sources contributing to phase changes such
as ionospheric effects, soil moisture, unwrapping errors, etc. The cor-
rected interferometric phase delay can be computed by combining LOS
profiles of temperature, pressure, and water vapor partial pressure (Eq.
(2)) from two acquisitions at times t1 and t2, and subtracting it from the
original unwrapped interferogram as:

= − −Δϕ Δϕ ϕ ϕ* ( )tot trop
t

trop
t2 1 (4)

We show the resulting corrected interferograms, Δϕ*, and compare
several metrics for assessing the degree to which the signal has been
reduced in section 4.

2.1. Corrections using weather model products

Weather model outputs include pressure, temperature and specific
humidity, which can be used to compute the total (hydrostatic and wet)
tropospheric delays in the radar line-of-sight (e.g., Doin et al., 2009;
Jolivet et al., 2011; Bekaert et al., 2015c). Various off-the-shelf models

Central US

Mexico

Pacific Ocean

Gulf of 
Mexico

Oklahoma

LOS

Fig. 1. Overview of the study area covering both the central US and south
central Mexico. We use 61 and 41 acquisitions from the central US and Mexico,
respectively from Sentinel-1 satellite (red boxes) acquired between March 2015
and February 2018. Dashed vector shows satellite flight direction with ortho-
gonal line-of-site (LOS) vector for both areas. (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the web version of
this article.)
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can be used as input for tropospheric corrections, including weather
reanalysis products and operational forecasting models. The spatial-
temporal sampling is model specific, and ranges from global to regional
analysis, and temporal sampling from 6 h to hourly. Locally run forecast
products using mesoscale models (e.g., the Weather Research and
Forecasting, or WRF model) can also be applied to InSAR data (e.g.,
Bekaert et al., 2015c) by users with the capability to implement them.
These types of models are used for forecasting by default, but in our
case, are also useful hindcasting tools. Although model outputs are at
much coarser resolution than the InSAR data (Table 1), the estimated
correction will contain structures/features at the spatial scale of the
digital elevation model, due to the vertical integration of atmospheric
properties from the surface upwards. In areas with high relief, the im-
pact of variations in surface elevation may dominate the tropospheric
contribution to the interferogram, while in flatter regions, the terrain-
induced effects will not be as large, and the turbulent component, as
well as other lateral variations in tropospheric properties (which are
only sampled at the coarser resolution of the weather model), may
dominate. Our two study areas are characterized by very different
amounts of topographic relief, with the central US site spanning a far
smaller elevation range than the site in Mexico (Figs. 3 and 4).

We test the Modern-Era Retrospective analysis for Research
Applications (MERRA-2), European Reanalysis-Interim (ERA-I), North
American Regional Reanalysis (NARR), and GACOS (Yu et al., 2018)
ECMWF-operation models. A summary of the spatial temporal char-
acteristics of each model is contained in Table 1. We use each model to
estimate the tropospheric contribution on each available SAR date, with
examples for the two study areas for one interferometric pair each
shown in Figs. 5 and 6. Note that the timescale associated with each
product differs (Table 1, Fig. 2). We apply a linear interpolation in time
between the two outputs spanning the SAR acquisition time to better
account for temporal tropospheric variations.

Advantages

• Independent estimate of tropospheric properties

• Global weather model outputs and reanalysis products readily
available

• Available off-the-shelf

Disadvantages

• Coarse spatial-temporal sampling of global models, localized model
require in-depth experience to set-up and run

• Temporal sampling may result in several hour time differences be-
tween model outputs and SAR acquisition

• Models may perform poorly in the presence of cloud cover

• Often not immediately available

• Spatial scale is coarse w.r.t the wet component typically observed in
SAR interferograms

2.2. Correction using precipitable water vapor retrieval products

Precipitable water vapor (PWV) is defined as the column height of
liquid water equivalent to the total water vapor present between Earth's
surface and the top of the atmosphere (Bevis et al., 1992):

∫=
∞

PWV
ρ R

e
T

dh1 ,
w v h (5)

Time (hours)

G
PS

 Z
TD

 (c
m

)

Merra2
GACOS
ERA-I
NARR
MODIS

GPS

Central US SAR Acquisition

Auxiliary data acquisition 

Mexico SAR Acquisition

Fig. 2. 24 h GPS time series (blue) on 07/17/2016 in central US and timeline of independent data acquisitions (diamonds). SAR acquisitions times are shown in red
and orange vertical dashed lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Elevation dependence in central US (A) Phase variation along white
profile line (C) connecting a string of GPS sites (red triangles). (B) Elevation
variation along profile shown in D. (C) Interferogram (color, 07/17/2016–07/
29/2016) and available GPS sites (red triangles). (D) Elevation (color) from
SRTM-DEM (Farr et al., 2007). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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where ρw is the density of water, e is the elevation of the Earth's surface,
Rv is the specific gas constant for water vapor, and T is temperature.
PWV can be related to the wet component of SAR phase delay, Φtropo

wet,
by:

= −ϕ π
λ

Π
cos θ

PWV4
( )

,tropo
wet

(6)

where λ is the radar wavelength, θ is the incidence angle of the SAR
satellite and the empirical conversion factor Π is typically ~6.2 but
varies with tropospheric temperature (e.g., Bevis et al., 1992; Li et al.,
2003, 2005).

PWV products are available from NASA's MODIS (Moderate
Resolution Imaging Spectroradiometer), and the European Space
Agency's (ESA) MERIS (MEdium Resolution Imaging Spectrometer) and
Copernicus Constellation Sentinel-3 A and B OLCI (Ocean and Land
Colour Instrument). PWV methods based on spectrometers are com-
puted using radiance ratios between frequency bands that have dif-
ferent sensitivities to water vapor. For both of our study areas, we in-
clude an example of a tropospheric correction using MODIS data,
whenever images were acquired within eight hours of the SAR image
acquisition (Figs. 5 and 6).

Advantages

• Independent estimate of tropospheric properties

• Observation of the atmospheric state, not a model

Disadvantages

• Temporal sampling often quite different than SAR image acquisition
times

• No retrieval (or degraded quality) at night or in areas with cloud
cover

• Inaccurate cloud masking can result in strong biases

2.3. Corrections estimated from GNSS

Estimates of the Zenith Total Delay (ZTD) are a product of Global
Positioning System (GPS) and Global Navigation Satellite System
(GNSS) processing, and can be used to validate other independent da-
tasets at points, or can be spatially interpolated to directly correct SAR
imagery when the GNSS network is spatially dense and well distributed
(e.g., Bevis et al., 1992; Li et al., 2005; Onn and Zebker, 2006; Reuveni
et al., 2015; Houlié et al., 2016). Continuous GPS provides high tem-
poral resolution (Fig. 2) and is, therefore, effective at predicting delays
in areas where weather patterns vary rapidly over timescales that
would otherwise be aliased in the case of other independent datasets
considered here (e.g., Yu et al., 2018). Corrections using GPS are lim-
ited by the density and distribution of the GPS network, usually pro-
viding little constraint on shorter-spatial-scale, turbulent signals. Fur-
thermore, it is often desirable to separate the wet component from the
hydrostatic component in the ZTD, which requires additional in-
dependent data or assumptions about how much each individual
component contributes to the ZTD.

We show results using ZTD estimates for the central US site that are
freely available from the Nevada Geodetic Laboratory at the University
of Nevada Reno (http://geodesy.unr.edu) (Blewitt et al., 2018). We do
not include GPS/GNSS results for the Mexico site, due to the lack of a
dense network of continuous sites.

Advantages

• Independent estimate of tropospheric properties

• Continuous, dense temporal sampling

Disadvantages

• Non-global coverage

• Only samples troposphere in the vicinity of individual GPS sites

2.4. Corrections estimated from the InSAR phase

The goal of empirical, phase-based methods is to separate signals of
geophysical interest from the tropospheric phase component. The
InSAR community often splits the tropospheric noise into the following
components based on their spatial scale and correlation with elevation:
(1) the topography correlated delay, (2) the long spatial-scale compo-
nents of the delay, and (3) the turbulent component of the delay, which
results from small-scale, irregular air motions that vary over 3-dimen-
sional distances smaller than a few 10's of km (e.g., Emardson et al.,
2003). In regions with high relief, phase delays are often strongly
correlated with elevation. Various approaches have been developed and
applied including estimation of a linear or power-law correction in a
non-deforming area (e.g., Remy et al., 2003; Cavalie et al., 2007; Elliott
et al., 2008), or multiscale approaches in which the correlation is es-
timated from a spatial band not dominated by the deformation signal
(e.g., Bekaert et al., 2015a; Lin et al., 2010).

Phase-based corrections using a network-based approach that ca-
pitalizes on the dense InSAR time series now available also show great
promise for reducing the impact of tropospheric noise on InSAR time
series (e.g., Tymofyeyeva and Fialko, 2015; Liang et al., 2018). Here,

Fig. 4. Elevation dependence in Mexico. (A) Phase variation along white profile
line from (C). (B) Elevation variation along white profile line from (D). (C)
Interferogram (color, 4/15/2016–5/9/2016). (D) Elevation (color) from SRTM-
DEM (Farr et al., 2007). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Mexico example: Interferogram (left) for date pair 3/5/2017–3/17/17, modeled tropospheric delays using various independent datasets for that inter-
ferogram (1st row), and corrected interferogram for each correction type (2nd row). Column headings are grouped by weather models (red), phase-elevation
dependence (yellow), and precipitable water vapor data (green). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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we include the simpler phase-elevation relationship for comparison
primarily to emphasize the difference in performance between areas
with and without significant topography. There are many scenarios,
particularly for studies that focus on smaller spatial scales, where the
simpler phase-elevation relationships mitigate the impact of the tro-
posphere to a sufficient degree. For more subtle signals, researchers can
even combine phase-elevation relationships and weather model pro-
ducts to capitalize on the strengths of both approaches (e.g., Shen et al.,
2019).

One way to address the long spatial-scale components of the delay is
to remove simple polynomial functions (ramps) from interferograms
(e.g., Lohman and Simons, 2005). This method can be effective at re-
moving unwanted long wavelength signals from troposphere, iono-
sphere, and oribital errors. However, this method does not reduce the
impact of turbulent tropospheric signals and can introduce additional
noise to the interferogram, particularly when the deformation signal of
interest also covers large spatial scales (e.g., Murray and Lohman,
2018). The removal of simple polynomial functions is not well suited
for deformation processes where strain across large spatial scales is

expected. Researchers can use a reference network such as GNSS, if
available, to correct for known deformation signals with large spatial
scales before the removal of polynomial functions. The corrections
would then be expected to represent tropospheric/ionospheric con-
tributions to the signal or, in the case of older SAR imagery, residuals
related to the inaccuracy of satellite orbit estimates. In our analysis we
have not removed any long wavelength function from the inter-
ferograms so that we can assess the performance of the mitigation ap-
proaches at the larger spatial scales that are often targeted (e.g., studies
of interseismic deformation or postseismic responses for subduction
zone events). Orbital errors in Sentinel-1 data are insignificant relative
to the magnitude of atmospheric delays (e.g., Fattahi and Amelung,
2014). Furthermore, we inspected interferograms for ionospheric de-
lays – which would be apparent as discontinuities at burst boundaries –
and did not find severe cases.

For each of our sites, we include an example where we have re-
moved a linear relationship between phase and elevation, using the
best-fit parameters averaged across each interferogram in a least-
squares sense. As expected, the impact of this empirical correction is

Averages for all interferogramsSingle interferogram

Fig. 7. Central US results: Statistical metrics as a function of distance for example interferogram (07/17/2016–07/29/2016) before and after applying corrections
(left column) and the same metrics averaged over 60 interferograms made from 61 dates (right column). Average standard deviation as a function of the size of a
square window of pixels (row 1), spectral characteristics (row 2), and semivariograms (row 3) for each correction type. GPS results were excluded from averaged
metrics (right column) due to variability in data availability throughout the date range.
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larger for the study area in Mexico, due to the larger topographic relief
(Figs. 5 and 6).

Advantages

• Not dependent on the existence of independent data

• Correction is relevant to the time period of the SAR acquisitions

Disadvantages

• Requires spatial averaging to reliably estimate correlation between
phase and elevation, and may average across regions with different
statistical properties

• Hard to separate tropospheric noise from other superimposed sig-
nals (ground displacements, soil moisture variability), may remove
signals of interest

• Predominantly used to estimate topography-correlated and large
spatial-scale tropospheric noise. Does not capture turbulent delay
component

3. Statistical methods for assessing the quality of corrections

The accuracy of estimated tropospheric delays depends on the
properties of the troposphere in the given area of interest, the spatial
and temporal scale of the area, as well as the spatial/temporal resolu-
tion and accuracy of the correction dataset or model. These de-
pendencies contribute to the difficulty in predicting how well a given
correction will perform in a given area. With a main aim to improve
interferograms, the application of tropospheric phase corrections to
interferograms can also lead to no improvement, or even degradation
of, the original data (e.g., Li et al., 2006; Onn and Zebker, 2006; Doin
et al., 2009). We assess the performance of the corrections described
above using a range of statistical metrics (RMS/standard deviation,
spectral analysis, and semivariograms) (Figs. 7 and 8). Our goal is to not
only better understand which corrections perform better, but also
which statistical metrics are the most useful and how their utility varies
between study regions.

Statistical methods for assessing the quality of a tropospheric cor-
rection generally rely on some measure of the magnitude of the data

Fig. 8. Mexico results: Statistical metrics as a function of distance for example interferogram (3/5/2017–3/17/2017) before and after applying corrections (left
column) and the same metrics averaged over 60 interferograms made from 61 dates (right column). Average standard deviation as a function of the size of a square
window of pixels (row 1), spectral characteristics (row 2), and semivariograms (row 3) for each correction type.
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residual after application of a correction. This measure can be calcu-
lated across the entire interferogram or within regions that are expected
to be non-deforming. In most cases, the statistics of the residual are
assumed to be spatially stationary and isotropic, but some anisotropy
can be included (e.g., Lohman et al., 2002), and most can be extended
to allow for spatial variability in the case of larger study areas where
the tropospheric properties are expected to vary significantly (e.g.,
Bekaert et al., 2015a; Scott and Lohman, 2016). The measures of size
(described below) vary primarily in terms of whether they explicitly
account for the spatial scale being considered. We summarize three
types of commonly-used metrics, and then show examples of the me-
trics applied to a single interferogram (Figs. 6 and 7, left column) and
then to all of the interferograms for each of our two study areas (Figs. 6
and 7, right column).

The simplest, and most commonly used metric, is the root-mean-
square (RMS) or standard deviation of the residual signal (e.g., Remy
et al., 2003; Puysségur et al., 2007; Doin et al., 2009). We note that this
is also the metric that is implicitly chosen in most empirical fits, i.e.,
best-fit phase vs. elevation relationships. The RMS of the corrected in-
terferogram Δϕ* estimated over a sample window containing n pixels is:

∑=Δϕ
n

Δϕ* 1
*RMS

n 2
(7)

If the mean value of the sample is removed, the RMS is simply the
standard deviation (σ) of the sample. In our test we examine the stan-
dard deviation of the interferograms, before and after applying a cor-
rection, over a range of spatial scales. For each window size we take the
average of the standard deviation of 200 windows randomly sampling
the interferogram. The range of the 200 translations for a given window
size is increasingly limited as the window size approaches the image
dimensions. Thus, more redundant pixels are sampled by larger win-
dows. For these tests (Figs. 7 and 8, top row), we include the standard
deviation of the entire region for reference (Figs. 7 and 8, far right).

The RMS/standard deviation of a given window does not contain
any information about the spatial structure of the signal within that
window. For example, white, normally distributed noise could have the
same RMS/standard deviation as a linear ramp. Another approach that
attempts to separate out the spatial scales that contribute to the noise is
frequency domain analysis (e.g., Goldstein, 1995; Hanssen, 2001;
Foster et al., 2006; Li et al., 2007). Frequency domain analysis usually
requires filling of any data gaps within the interferogram so that stan-
dard fast Fourier transform (FFT) approaches can be used. Similarly to
how the RMS approach is limited as the window size approaches the
image dimensions, another limitation of the FFT approach is that the
output is restricted to specific wavenumbers that are defined by the size
of the image, with far more samples at the shorter spatial scales than at
larger spatial scales. Here, we apply an FFT after nearest-neighbor void-
filling to each interferogram and compute the average power as a
function of spatial scale (Figs. 7 and 8, middle row).

Finally, we examine the use of spatial structure functions, which
represent the variability of the data as a function of distance between
pairs of data points (e.g., Williams et al., 1998; Hanssen and Bamler,
1999; Lohman and Simons, 2005). Structure functions allow us to ex-
plicitly separate the impact of the correction on different length scales,
and are not limited by the existence of gaps or irregularly-spaced data
points. We focus on the type of spatial structure function that is also
referred to as a semi-variogram, defined as:

= − +r x x rS E Δϕ Δϕ( ) [( * ( ) * ( )) ],2 (8)

where ϕ(x) is the phase, or residual phase, at position x in the inter-
ferograms and r is a distance vector. In this paper, we only consider the
impact of the length of r, although the azimuthal dependence can also
be examined (e.g., Lohman and Simons, 2005). Semivariograms have
several useful characteristics that allow the user to evaluate spatial
structure. The semivariogram often approaches a maximum value after
a distance known as the range, implying there is no correlation between

values separated by distances greater than the range. The value of
semivariance at this distance is referred to as the sill. The square root of
the value of the sill is a comparable metric to the total RMS of the
image, although often larger.

We use an empirical semivariogram approach and randomly sam-
pled pairs of data points binned by distance (Figs. 7 and 8, bottom row).
In the case of data that contains signals with large spatial scales (such as
from orbital errors or large-scale atmospheric effects), the semivario-
gram continues to increase at scales comparable to or larger than the
dimensions of the interferogram, and a sill will not exist. Researchers
will often remove a planar function from the image before computing
the semivariogram. However, we are interested in comparing how well
different correction methods account for tropospheric effects at all
scales covered by our study areas. Therefore, we do not remove any
functions apart from the mean value of each interferogram. Residual
signals with large spatial scales may still be present due to unmodeled
tropospheric, ionospheric, and/or orbital effects, or due to signals in-
troduced by errors in the tropospheric model.

4. Results and discussion

The majority of SAR acquisitions were acquired in 12-day intervals
in the central US and 24-day intervals in Mexico. All interferograms
were made as sequential pairs with the shortest possible time range,
ensuring the highest possible coherence, minimal unwrapping errors,
and negligible amounts of crustal deformation between acquisitions.
We assume unwrapping errors were negligible in the central US and
data in Mexico was masked in areas of suspected unwrapping errors.
We do not expect any large tectonic or anthropogenic processes within
these time series, but even if such signals are present, the metrics used
here should still decrease if tropospheric signals are successfully re-
moved. Unlike historic SAR sensors, orbital errors for Sentinel-1a/b are
expected to be small due to highly accurate orbit information (e.g.,
Fattahi and Amelung, 2014).

Interferograms in both the central US and Mexico show high tem-
poral and spatial variability (Fig. S1). Maximum tropospheric delays
range from approximately 5 to 25 cm, and standard deviations of the
individual interferograms range from ~2 to ~5 cm. Approximately 17%
of the interferograms in the central US contain large storm fronts cov-
ering part of our study area. These storms are characterized by spatially
abrupt, large-magnitude phase changes, and active precipitation. The
presence of these storms has been verified using observations from the
Next-Generation Radar (NEXRAD) ground-based radar networks, which
show areas of active precipitation. None of the methods in this study
correct for phase delays caused by precipitation (nor potential soil
moisture effects in the wake of storms), referred to in the literature as
the liquid tropospheric delay (e.g., Hanssen, 2001).

4.1. Comparison of correction methods

Below, when reporting on the performance of correction methods,
we comment on the reduction in overall interferogram RMS/standard
deviation. Overall RMS reduction is a useful metric for rapidly assessing
the general performance averaged over all spatial scales. However, we
have found that the spatial semivariogram contains more useful in-
formation about specific spatial scales where any improvements may or
may not occur. This information is an important complement to the
RMS reduction alone, as it can be used in the evaluation of how well the
dataset can constrain models of solid earth deformation that operate
over a given spatial scale (e.g., Fournier et al., 2011).

Spatial semivariograms are also is an improvement over the scale-
dependent standard deviation/RMS metric because the standard de-
viation for a window of a given size is still a function of variability at all
scales smaller than the window, whereas the semivariogram contains
information about discrete distance bins. For instance, in the three right
panels of Fig. 7, the weather model-based corrections all result in
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significant improvements starting at values greater than approximately
75 km. This can be roughly observed in the case of all three metrics, but
the semivariogram shows it much more clearly because the remaining
variability at scales below 75 km does not contribute to the semivar-
iogram at larger scales in the way that it does in the scale-dependent
standard deviation/RMS. The spectral analysis approach is similar to
the semivariogram in that it shows information about discrete fre-
quency ranges. This method however is less favored due to the added
noise and computation of transforming between the spatial and fre-
quency domains, the limited set of frequency ranges that are accessible
from a standard FFT, and artifacts resulting from filter edges.

4.2. Elevation dependence

Due to the much larger topographic relief, interferograms in Mexico
are characterized by more significant topography-correlated signal than
the central US. However, on average, we find that the elevation-de-
pendence correction has no significant effect in either study region
(Figs. 7 and 8). This is likely due to either the lack of topographic relief
(in the case of the central US) or the high spatial variability in how the
tropospheric phase delays actually correlate with elevation. For ex-
ample, the coastal mountain range in Mexico acts as a barrier to the
typically more humid air coming from the Pacific ocean (e.g., Bekaert
et al., 2015a). Elevation dependence has been shown to be a stronger
predictor of phase in other regions of the world (e.g., Zebker et al.,
1997; Elliott et al., 2008; Bekaert et al., 2015a).

4.3. Weather reanalysis model corrections

The weather model corrections resulted in variable degrees of suc-
cess. On average, weather models show insignificant improvement at
spatial scales shorter than approximately 75 km, despite the fact that
some models have spatial resolutions of 16 km. On average, the GACOS
correction using the ECMWF operational model performed the best in
both study areas and lowered the average whole image standard de-
viation by ~2.5 cm in the central US (Fig. 7, top row) and 1.5 cm in
Mexico (Fig. 8, top row). The other three models performed equiva-
lently well when averaged over all of the available interferograms and
lowered the average whole image standard deviation by ~2 cm in the
central US (Fig. 7, top row) and ~1 cm in Mexico (Fig. 8, top row). All
tested weather models had outputs at UTC 00:00, which are within
28min and 48min of the SAR acquisition times for the Central US and
Mexico, respectively.

4.4. MODIS corrections

On average, MODIS-derived corrections increased the whole image
standard deviation by ~1.3 cm in the central US (Fig. 7, top row) and
had negligible effects in Mexico (Fig. 8, top row). MODIS-derived cor-
rections were largely unsuccessful for a number of reasons. First, and
most importantly, the available MODIS data acquisitions were not ac-
quired close in time to the SAR acquisitions. The difference between
acquisition times was often> 4 h and tropospheric properties in these
regions often vary significantly over the course of hours or even min-
utes. Second, because MODIS is a passive spectroradiometer, we are
limited by cloud cover. Clouds are often correlated in space with areas
of variable and turbulent tropospheric properties, thus the spatially
incomplete MODIS corrections have gaps in some of the areas with the
largest tropospheric signals. Finally, MODIS data only constrains the
precipitable water vapor (wet component) of the tropospheric delay. A
more complete correction would require combining the MODIS imagery
with independent data that constrains the hydrostatic component.

4.5. GPS

We only examined GPS corrections in the central US where the site

spacing approaches the shorter spatial scales of interest in at least some
parts of the study area (~10 km). The availability of GPS data for any
given station in the central US was variable, thus we were not able to
find the average quality of the GPS to compare to other correction
methods (right column, Fig. 7). However, on a case-by-case basis, when
data was available for the full network, we found that the GPS-derived
corrections performed well, comparable to the GACOS model, lowering
the whole image standard deviation by ~2.5 cm (Fig. 7). GPS ZTD has
high temporal resolution (5min), thus the main limitation is the station
density. GPS can be combined with other independent correction da-
tasets or used to validate other independent correction datasets at point
locations.

5. Conclusions

Tropospheric noise greatly limits the range of signals that can be
measured using InSAR, and impacts the degree of confidence that we
can place on inferred properties of Earth's behavior. There is currently
little consensus among InSAR users on the optimal ways to mitigate
tropospheric effects, or on how to evaluate the performance of those
approaches. Working towards such a consensus, we have summarized
and tested some of the most common methods used to remove tropo-
spheric noise as well as the methods used to assess the quality of the
removal. We applied our approach to interferograms from two field
areas that sample very distinct topographic and atmospheric regimes
and come to the following conclusions:

• The acquisition time of a given SAR image relative to the time
period constrained by a given correction dataset impacts the quality
of the correction. The time difference between weather reanalysis
models and our SAR acquisitions was within 28 and 48min. If the
SAR acquisition time for a particular area were farther in time from
the model output, a worse result would generally be expected –
particularly at short spatial scales. We recommend prioritizing cor-
rection methods that are valid at times closest to the SAR acquisition
time.

• Weather models that are customized for the particular region could
be expected to improve the results even further. In our case, day-
time/cloud-free MODIS imagery was not available within few hours
of the SAR acquisition for many dates. Previous studies with MERIS/
ASAR data for the ENVISAT platform demonstrated that, after cor-
rection using observations taken at the same time as the SAR ima-
gery, the corrected observations approached the theoretical accu-
racy of the MERIS retrieval (Li et al., 2006).

• We found that the GACOS correction – which uses the ECMWF-op-
erational model and elevation data – performs best out of all tested
methods in both study areas. We also found that GPS-derived cor-
rections performed comparably well when and where data was
available. At the time of this publication there are plans to integrate
GNSS into the GACOS products, but the examples shown in this
paper do not include any contribution from GNSS observations.

• A combination of the GACOS model with GNSS ZTD observations is
likely an optimal solution given the data and methods we tested.
Furthermore, this approach will continue to become more feasible
as global GNSS networks continue to expand.

• None of the corrections explored here are effective at removing the
impact of lateral variations in tropospheric properties over spatial
scales smaller than ~75 km. The impact of tropospheric noise at
smaller spatial scales that is due to topography can be reduced in
certain cases.

• Elevation-phase dependence is a more useful metric for areas of high
relief (such as south-central Mexico) and less effective in areas of
low relief (such as the central US). When studying large areas it is
beneficial to account for the spatial variability of the elevation-
phase correlation.

• Distance-dependent functions are useful for rapid assessment of the
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quality of a given correction and should be used routinely when
applying corrections. The empirical semivariogram tends to best
capture spatial variations because it explicitly samples only pixels
separated by a given distance range, whereas the windowed stan-
dard deviation outputs the average of all spatial scales smaller than
the given window size. The semivariogram approach makes it easy
to recognize the remaining tropospheric signal that was not re-
moved by a given correction – primarily the short spatial scale
signals due to turbulent troposphere and/or areas of precipitation.

• The semi-variogram approach is more flexible and easier to apply
than spectral analysis in regions with irregularly-spaced data. The
improvement that is evident through inspection of the semi-vario-
grams is not as clear when looking at the spectral analysis results
(Figs. 7 and 8).

No one method will consistently remove all contributions from the
troposphere from any given interferogram. Quantitative assessment of
correction performance allows the researcher to interpret only the ro-
bust features in their interferograms or time series, and may be parti-
cularly important in the identification of seasonal signals, or signals
that correlate with topography. With the Sentinel-1a/b constellation
and upcoming missions such as the NASA/ISRO Synthetic Aperture
Radar, data volumes are continuously increasing. The provision of
tropospheric and/or ionospheric corrections as a layer will enable re-
searchers to focus on the interpretation of ground displacement or land
surface change - however, it will be critical to have a clear under-
standing of the performance of such corrections. Future efforts that
focus on combinations of these tropospheric mitigation approaches, and
on their evaluation, will be key to the full utilization of the rich set of
SAR data that is now becoming freely and openly available.
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